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Bikropia Myciliuyk
NIJIOTHAN EKCIEPUMEHT 3 ABTOMATUYHOI'O
BUABJIEHHA BP€ETHAMCBKUX MEJIIAHAPATHUBIB

PO POCIMCBKO-YKPAIHCBHKY BIMHY
IIPU OBMEKEHUX PECYPCAX

Y cmammi onucano nposedenns exchepumenmy 3 aMOMAMU308aHO20
BUOINEHHS  HAPAMUBIE NPO  POCIUCLKO-YKPAIHCLKY — GIIHY 3 8 E€MHAMCHKUX
mediamexcmis.  Tpaouyitinull HAPAMUHUN  AHATI3Z NOEOHAHO 3  YUPPOSUMU
Memodamu eymanimapuux Hayk. JlocniodcenHs 6a3yemovci Ha  aOOYKMUBHOMY
nioxooi, w0 NOEOHYE 0BOCMOPOHHIO 00pobKy Oanux. Ilocnidosni emanu
exchepumenmy nepeobauaiomv GUKOPUCMAHHSA CYYACHUX THCMPYMeHmis o0poOKu
NPUPOOHOI MOBU, A0ANMOBAHUX CNeYialbHO OISl 8 EMHAMCLKOI MOBU MdA 8 YMOBAX
obmedicenux pecypcis.

Knrwuosi cnoea: 6’ emnamcoxa mosa, media, wuapamusu, PhoBERT,
Kiacmepuzayis, pocitiCbKO-yKpaincovKa GiliHa.

1. Beryn
HapaTtuBu y MemiaTeKcTax BilirparOTh KIIOYOBY poiib y (hOpMYyBaHHI TPOMAaJCHKOI
JIYMKH IOJI0 MIKHAPOTHUX KOH(QIIIKTIB, 30KpeMa pOCiCEKO-YKpaiHChKOI BiltHH. Y
B’€THAMCHLKOMY MEIIalipoCTOPi I1i HAPATHBH XaAPAKTEPU3YIOThCS MOJSPHU3AIIEI0 Ta
HeonHo3HauHicTIO. JlepkaBHi 3MI, nexnapyroun HeWTpaibHy THo3uiiio B’eTHamy,
BOJHOYAC IOCIYTOBYIOTBCS MPOPOCIHCHKMMHK  IHTEpIpETallisMd MO Ta
tepmidonorii. ComiajgbHi MepeXi HaloBHEHI SK TPOPOCIMCHKUMH, TakK i
MPOYKPaTHCHKMUMHU HACTpOsiMH. TOMy CHCTEMHE BHBYEHHS MPUPOIH (OpMyBaHHSI
B’€THAMCHKHUX MEJIaHAPaTHBIB € HAJ3BHYAMHO aKTyaJbHUM SK 3 JIIHTBICTHYHOI
TOYKH 30pY, TaK i JJIsi IOAAJBLIOTO 3aCTOCYBAHHS PE3yJbTATIB LUX JOCIIHKEHb IS
BUpPOOJICHHST ~ e(eKTUBHUX  CTpaTerii  KOMYHIKalil Ha  MDKHapOJHOMY
UTUIOMATHIHOMY PiBHI.

JocnmimKeHHs B’€THAMCHKUX MeEJIiaHApATHUBIB POCIHCHKO-YKPATHCHKOT BifHU
nependayae CTBOPESHHsSI KOPITyCy HOBHH, TOBIJIOMIIEHb, CTATEH, OMHCIB 3 CaMTiB
3MI, coumepex, O6morepcekux miargpopm. 3 2022 poky mOoHHHI (a U SKICHOTO
JOCHIDKEeHHs BapTo Opatw mepio 3 2014 poky) — 1e Mae OyTH BENUYE3HUI 00CsT
nanux. CyyacHi HapaTWBHI JOCIIJDKCHHS JJIs OIPAIfOBaHHS BEJIMKHX MAacHBIB
JIAaHUX Tiepe0ayaroTh BHKOPHCTAHHS METOMIB MHU(POBOI TYMaHITAPUCTUKUA Ta
MITYYHOTO IHTENEKTY, a TaKOX MOEIHAHHS SKICHUX MiIXOIIB 3 KinbKicHUMH. Taki
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JOCTI/DKEHHsI MAaloTh 3arajibHi OOMEXEHHs, 30KpeMa, 1€ 3aCTOCYBaHHS
PECYPCOMICTKHX, SK TEXHIYHO, TaK i (piHAHCOBO, TexHOJoriiH. OCHOBOIO IS
JIOCTTIDKEHHSI HApaTUBIB € KOMIUIEKCHUH MiJXiJ 0 300py 1 OMpaIfoBaHHS KOPIYCY
TEKCTIB, 30KpeMa Bif0ip pelIeBaHTHUX JKEPEN 13 OUHIICHHAM Ta CTPYKTYPH3AIIE0
naHuX. HeoOXimHO 3a3HAYMTH, IO IS B’€THAMCHKOI MOBH yXKE¢ Ha I[bOMY €TaIli
MOCTa€e YUMAJIO BUKJIHMKIB: BiJICYyTHICTh aHOTOBAHMX JAaTACETIB; OOMEXeHa KiJIbKICTh
SIK 3aralILHOMOBHUX, TaK 1 TEMAaTHYHUX MEAIMHUX KOPIYCiB; 0OMEXEHHIA TOCTYII JI0
0araTopiBHEBHX JaHWX Ha B’€THAMCBHKHX MEINIMHHX CalTax; OKpIM 3BHYa{HOTO
OUUINEHHS IaHWX, B’€THAMCBHKI TEKCTH BHMAralOTh JOJATKOBOI TOKCHI3aIlil s
BHUIUICHHS CIIB, aJDKe MpOOUIM B TEKCTI CTOSATh HE MDK CJIOBaMH, a MiX
Mopdemamu; Ounbiricts [I1-moneneii, NLP-iHCTpyMEeHTIB HaBUEHI Ha aHTIIOMOBHHX
KOpITycaX, 1 iXHS TOYHICTh JUI1 B’€THAMCHKOI MOBHU € ICTOTHO HIDKYOK; pO3poOKa
NLP-iHCTpYyMEHTIB ISl B’€THAMCBHKOI MOBH BEIETHCS HE TaK aKTHBHO, a TIONIEPEIHI
PO3pOOKH IyXe IIBHIKO 3aCTapiBalOTh Ta HE MOXKYTh OyTH 3aCTOCOBaHi uepes
HECYMICHICTh 3 CYYaCHHMH CHCTeMaMH. Taka OOMEXKEHICTh PecypciB YCKIIAIHIOE
MacmITabHi  JOCTiDKeHHA. HacTymHHil KpOK HapaTMBHOTO aHalli3y — BIIacHE
BHOKPEMJICHHSI Ta IHTEpIIPETallisl HapaTUBiB, MO0 0a3ye€ThCsA HA aHali3l TEKCTOBOTO
KOPITyCy — TaK0X HOTpedye OCOOIMBOro MiAXONQy 3 ypaxyBaHHSIM OCOOIHBOCTEH
JUIS  B’€THaMCBKOTO MOBHOTO Marepiamy. OTxe, 3aBmaHHAM IIi€i CTarTi €
MPUCTOCYBAaHHS HAsBHUX METOJIB Ta IHCTPYMEHTIB aBTOMATHYHOTO aHaJi3y
B’€THAMCHKOMOBHHMX TEKCTiB 3 METOK) BHPOOUTH aiTOPUTM JJISl BHSBJICHHS
HaApaTHBIB B YMOBaX 0OMEKEHHUX PECYPCIB.

2. TeoperuuHe miArpyHTs
HapaTuBHuit anani3 00’ €IHy€e CTPYKTYPaTiCTChKi, KPUTUIHO-TUCKYPCHUBHI MiIXOIH,
(bpeiiM-anamiz Ta KOMIT FOTepHUI aHami3. CraamuHa KiacuyHOoi HapaToJiorii Oepe
CBilf TTOYATOK y CTPYKTypaii3Mi, 30kpeMa y podorax B. [Ipomnma, skuii BHOKpeMUB
31 ¢yHKIIO Ka3KH, 110 CTAJIM OCHOBOIO JIJIsl BUSBJICHHS YHIBEpCAILHUX HAPATUBHUX
nattepHiB (Propp, 1968). P.bBapT po3BMHYB 110 MOJENb, 3alpOIOHYBABIIH
TPUPIBHEBY CUCTEMY aHaJi3y: piBeHb (PYHKIIIH, piBeHb NIl Ta piBEHb HAPATUBY, JC
KOXKEH PiBEHb IHTETpye MOMEePEIHIN Y CKIaIHINTy CEMaHTUIHY CTpyKTypy (Barthes,
1975). A.I'peliMac NEpeOCMHCIHMB IPOMITIBCHKI MEPCOHAXKI B aKTaHTHY MOJEIb
(cy0’eKT-00’€KT, BIAMPAaBHUK-OTPHMYBAY, IIOMIYHHK-OIIOHEHT), $Ka JO3BOJIIE
aHaji3yBaTH TJIUOWHHI CEMaHTHYHI CTPYKTYpH HE3QJICKHO BiJ] IMMOBEPXHEBHX
ninrBictnaHux Gopm (Greimas, 1983).

Kputnunuit nauckypc-anamnis, mpenactaBieHuii y podorax H. depkiada Tta
T.Ban /[lelika, TpakTye HapaTWB SK COIlIaJIbHY NPAKTHKY, [IO BiATBOPIOE Ta
JIETITUMI3Y€E BiIaJHI BimHOCHHU 4epe3 MoBHI BubOopu (Fairclough, 1995; van Dijk,
1998). ®depknad 3anmponoHyBaB TPUKOMIIOHEHTHY MOJENIb aHalli3y: TEKCT (OIHC
JMIHTBICTHYHUX BIACTHBOCTEH), NUCKYpPCHBHA IMPAaKTUKa (IHTEPIIPETaIlisl MpOIECiB
BHUPOOHUIITBA/CIIOKMBAHHS) Ta COIialbHA MPAKTHKA (MIOSCHEHHS 1EOJOTIYHUX
nacniakiB) (Fairclough, 1989, 1995). Ban Jlelik moJaB COIIO-KOTHITUBHHIA BHMIp,
aKICHTYIOUH yBary Ha MEHTaJbHUX MOJENSIX Ta imeonoridvHux cxemax (van Dijk,
2008).

Teopis ¢peiimiary (Entman, 1993; Goffman, 1974) mnoscHioe, sk Memia
MOJA0Th TOJiT B 0OMEXeHUX pamkax ((peiimax), BHOIPKOBO aKIEHTYIOUH II€BHI
ACTIeKTH PEaJbHOCTI: BH3HAYAIOTh MPOOJIEMY, NIarHOCTYIOTh NPHYWHU, BHHOCSTH
MOpaJlbHI Cy/UKCHHS Ta MPOMNOHYIOTh pimieHHs (Entman, 1993). Komm’rotepHwmii
HapaTHBHUI aHaIi3 iHTerpye 3a3HaveHi puiie Teopii 3 NLP-metomnamu (Piper, 2021).
Metonu Ha ocHOBI rpadis, sk-oT HapaTuBHi Mamu (Narrative Maps) Ta HapaTuBHI
crexxkn (Narrative Trails), BHKOPHCTOBYIOTE CEMaHTHYHI BEKTOPHI IPEICTABICHHS
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TEKCTiB, MO0 BHOYIOBYBAaTH TOCHIIOBHI ¥ IUTICHI CIOXKETHI JIiHIii, ONTHMI3yIOUU
ixaHio 3MicroBy y3romkenicts (Keith, 2020; German, 2025). BoxHouac
momieneHTpuyHi  migxomu  (event-centric  frameworks) 3ocepemkyloThCS  Ha
BUOKPEMJICHHI TOii, IIHOBUX OCI0 Ta iXHIX B3a€EMO3B’SI3KIB, L0 Ja€ 3MOTY
BUSIBJIATH XapakTep (ppeiiMyBaHHS IMX NOAiA y Meniiinomy muckypci (Das, 2024;
Levi, 2020).

i Hamoro 3aBJaHHS aBTOMATH30BAHOTO BUSBJICHHS HAPATHBIB JOIIEHEM
BUJIAE€THCS MOMIENCHTPUYHUI TiIXi/, 3aCHOBaHUM Ha BUAUICHHI KIFOYOBUX CIIiB, 3
eneMeHTamMu (peliMyBaHHS Ta KJIacTepu3allii Ha OCHOBI eMOeiHTy (CeMaHTHYHUX
BEKTOPIB).

3. Orasp jgitepatypu
JlocnmijpkeHHs.  CIPUHHATTS  POCIHCHKO-yKpaiHChKOI BIHHM Yy B’€THAMCBHKOMY
MEIIanpOCTOPi € HEUHMCICHHUMU. AHAJI3 MMOHAJ JBOXCOT JOMHKCIB B’€THAMCHKOTO
cermMeHTy Mepexi Facebook mpotsirom nepiioro poky koH(ItikTy, mpoBeacHni Maii
Txi [Janr Txy, BUSBHB BICIM KIIOYOBHX HApaTHBHUX (peiiMiB, cepen SKHX
nominyBaim antm3aximai (CHIA Tta €Bpoma), aHTHYKpaiHCBKI Ta MPOPOCIHCHKI
HAcCTpoi, IO BiOOpakaloTh HAIIOHAJIBHI HACTPOi Ta TEONOJITHYHI YHWHHHKH.
[MigkpecieHo KPUTUYHY POJIb COILIaNbHUX MeJia SK BIUIMBOBOTO IHCTPYMEHTY IS
MIPOCYBaHHS TEOIONITHYHUX HApaTWBIB 1 (HOPMYBaHHS TPOMAICHKOi ITyMKH Y
B’ernami. [lociimHuns BUKOpHCTalla PYYHUH KOHTEHT-aHANI3 JJIsi BUSBICHHS
SIK-OT YaCTOTHHUM aHaji3, JAOCTIUKCHHS IWHAMIKM Ta KOpessmil MK (dpediMaMu
(Mai, 2025).

VY ABOX mparx B’€THAMCBKUX JOCIHIAHUKIB BUKOPHUCTAHO METOJ JUCKYpC-
aHaJi3y JUIsl BUSABJICHHS OCOOJIMBOCTEH MPOPOCIHCHKUX HAPATHBIB Y B’€THAMCHKOMY
kibeprpocTopi micis MOYaTKy IMOBHOMACIITaOHOTO BTOprHeHHs Pocii B Ykpainy.
Ananiz 28 aktuBHux Facebook-rpyn 3acBiguuB iXxHIO (YHKIIIO «eXOKaMepy,
0 CHCTEMaTHYHO TOCWIIOIOTh JTUCKYPC, SIKHA  JICTITHMI3ye  POCIHCHKY
arpecito, MO3UTHBHO KOHOTYIOUM MOCKBY Ta HETaTHBHO PEMPE3CHTYIOUH YKpaiHy
i 3axia. JlocnmiIHUKKA TIOB’SA3YIOTH IFO TCHJICHINIO 3 KOMIUIEKCOM (DaKTopiB,
30KpeMa ICTOPHYHOI0 HOCTAIBTIEI0 33 PAASHCBKHM IEpioJIoM Ta CTIHKHMU
AQHTU3aXITHAMHU CEHTHMEHTaMH. Taki OHIAHH-HApaTUBH CIPUAIOTH (POPMYBaHHIO
IPOTAaraHANCTCHKOTO CEPEIOBHINA, SIKE J03BOJISIE B’€THAMCHKOMY YPSIY, 30KpeMa
HOro KOHCEpBATUBHOMY KpPWIy, YTPUMYBAaTH HEUTpaJIbHY MO3HUII0 y MyOJIidHOMY
JUCKYpCi, YHEMOXKIIMBIIOIOYMA JOMIHYBaHHS TPOYKPATHCHKUX —IHTEpIpeTamii
(Hoang, 2022, 2025).

To Mins llloH mOCHIINB MONSAPHICTh TPOMAJICHKOT IyMKH II0JI0 KOHQIIKTY
Mk Pocieto Ta VYkpaiHoro, 3Bakaloud Ha B’€THAMCBKY OQILifHY IOJITHKY
IPUHIUIIOBOTO HEHTpamiTeTy». Ll mo3mmis € QUIIoMaTHdHO CKIIaJHOI0 4epes
MiITHE MAPTHEPCTBO 3 PocCi€ro Ta icTOpUYHY HOCTANIBTIIO 32 PAJITHCHKOIO TOTIOMOT OO
B’etHamy, mo ¥ mpu3Benmo, Ha AYMKY MOCHTITHHWKA, JO BHYTPIIIHBOTO PO3KOIY
rpOMaJICbKOT TyMKH. X04a YaCTUHA HACEJICHHS BHCJIOBIIOE MPOIYTIHCHKI HACTPOT,
IHII 3aHETIOKOEHI MUTAHHAM HaIliOHATLHOTO CYBEPEHITETY Ta MI>KHAPOIHOTO MIpaBa
(To, 2022).

3aramoM, HasBHI JOCHIDKCHHS TEpeBaKHO c(OKycoBaHI Ha aHawi3i
COIIMEPEK 3 BUKOPUCTAHHAM SKICHUX METOIB JOCIIDKEHHS, SK-OT KOHTEHT-aHaIi3
Ta TUCKypC-aHai3, 10 € BUMPaBIaHWM Ha HEBEIMKUX BUOIpKax gaHux. OgHAK JUIs
BEIMKAX MACHBIB NaHWX HE OOIHTHCS 0e3 METOIIB KOMIT'IOTEepHOI 0OpoOKH Ta
aHamizy. OTxe, METOI IIi€l CTaTTi € TeCTyBaHHS METOJOJIOTii aBTOMATHYHOTO
BUSIBIICHHsSI B’€THAMCBKHX MEJiaHApaTUBIB IPO POCIHCHKO-YKpalHChKY BiliHY 3a
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YMOB OOMEKeHHX pecypciB. i MIOTHOTO €KCIEPUMEHTY 3i0paHO HEBEITUKHI
KOPITyC 3 HOBUHHOTO caiiTy «B’eTHamchkol iH(opManiiinoi arenmii» (Bao tin tirc):
80 HOBHMH 3a mepion cideHb-KBiTeHb 2022 poky Ta 80 HOBHH 3a mepioJl CideHb-
KkBiTeHb 2025 poKy, BiZliOpaHHX 3a MONIYKOBHM 3aIUTOM « Y KpaiHay.

4. Metoau Ta MaTepiaa q0CTiTKeHH
JOCHiKeHHS CHOPOEKTOBAHO AK IJIOTHHHA eKCHEPHUMEHT ISl TECTyBaHHS
METOJIONOTiT aBTOMATHUYHOTO BHIOOYBaHHS MeEIiaHApaTUBIB MpH OOMEKEHUX
pecypcax. Kopnyc ckmanaerbest 31 160 B’€THAMCBKMX HOBUHHHUX TEKCTIB 3 CaTy
«B’eTHaMcbKOi  iHQOpMamiiHOI areHIii», BHOpPaHWX 3a TMIOIIYKOBHM CIIOBOM
«YxpaiHay» y KUTBbKOX Bapiamisx HOT0 HANHMCaHHS B’€THAMCHKOI MOBOIO, a came
Ukraine, Ukraina, Ucraina. Y ci HOBUHH TIPO POCIHCHKO-YKpaiHCBKY BiliHYy Ta iHIII
HOBHHU Mpo YKpaiHy OyJlo poO3MEKOBaHO, NMPO IO WTUMEThCS Hibkde. Bubip
JDKepena Uit KOPIycy 3yMOBIeHHH THM, 1Mo «B’eTHaMchka iH(OpMareHmis» €
odimiiHIM nepykaBHIM iHGOPMAIIHHAM OpPraHOM, SKHH € JDKEepPeJIoM HOBHH IS
OaraThox iHmMUX B’eTHaMchbkux 3MI. Bubip nepiomy dotupu micsmi 2022 poky Ta
yotupu Micsni 2025 poky 703BOJMB 3a0€3MEUNTH Ha HEBEJIMKOMY 00Cs31 JaHWX
TeMaTHUYHE Ta TOJI€EBE PO3MAITTS (HACTPOi IMepej BiifHOK, MacoBa €BaKyallisl Ta
Mirpailis, OKymarfisi, BO€HHI Jii, O0OCTPIIM THIOBMX HACEJICHUX ITyHKTIB,
JUIDIOMATHYHI TIEPEMOBHHHU TOIO). Bubip po3aMipy KOpITyCy BH3HAYEHUH METOIO
IIBUJKOTO TECTYBAaHHS, MOXJIHMBOCTI PYYHOI TIEPEBIPKA Ta NPAKTHIYHHMU
oOMexxeHHAMHU (puOMu3HO 12 riraGaiTiB ONMEpaTHBHOI MaM’sTi, MaKCHUMaJbHA
TpHUBaNiCTh Oe3mepepBHOT poboTH 12 roAMH, Ta MOTOYHI OOMEKEHHS Ha MPOIMYCKHY
CIPOMOXKHICTh TIpH  3aBaHTAXKCHHI/BUBaHTaXeHHI naHux 3 Google Drive)
0e3KOIITOBHOT Bepcii XMapHOi mnardopmu a1 po3poOku Ha MoBi Python — Google
Colab (Google Colaboratory), o BUKOpHUCTOBYBAJIACS /ISl aBTOMATHYHOI 0OPOOKH.

Kopmyc Oysno 3i0paHo MeTofoM BEOCKpEHITHIY 3 BUKOPHUCTAHHSIM
miarpopmu ParseHub (ParseHub). Lis mumardopma mno3Bosisie 30MpaTH TEKCTH,
OJTHOYACHO OYHIIYIOYH BiJ 3afiBHX apTe(akTiB, IO MOJETIIYE MOAANBITY POOOTY 3
KOPITYCOM.

BazoBuit npenporecunr Oymo 3mificHeHo y cepemoBumii Google Colab 3a
noromororo 6iomiorekn Underthesea-Vietnamese NLP Toolkit (Underthesea, 2025).
[HCTpYMEHT BHKOHYE TOKEHi3alilo y BHIILII 00’emHaHHS MopdeM y cnosa. Llei
KPOK € KPUTHYHO BXJIMBHUM JUIS TTOJANBIIOTO aHANi3y, alke B’€THAMChKa MOBa HE
Mae TpoOiTiB MiXK CIOBaMH Ha THCHMi, HATOMICTh Ma€ mpodiau Mixk Mopdemamu.
TakuM YMHOM, TPOBEJEHHS TaKOi TOKEHi3allii € O0OB’S3KOBHUM JUIS IMONATBIIOL
MOXXJIMBOCTI BUIUICHHS KJIFOUYOBMX CIJIiB, TEMAaTHYHOI pyOpuKalii Ta iHIIUX
HEOOXiJHUX JUIi HapaTHMBHOTO JOCHDKEHHA ¢yHKOiA. 3  iHmoro OOKy,
B’€THAMCHKUH TEKCT He MoTpelye Jiemarm3alii, ajpke B’€THAMChbKAa MOBa HE Mae
CIIOBO3MIHH.

BuminenHs HapaTtuBiB BiOYBaJloCS Ha OCHOBI MOIENEHTPHUYHOTO ITiTXOIY,
SIKMHA CITPAETHCSI Ha KIIFOUOBI CJIOBA JJIS TMOMAIN, IepCOHaXIB Ta TeM. Takox Oyio
3MIACHEHO TpyIMyBaHHS BHJIJICHHX (pparMeHTIB Ta BIiANOBiAHE (pelMyBaHHS W
KJIACTEePHU3aIit0 JIJIS OAAIBINOT MOKIIMBOCTI iHTEpIpeTallii HapaTHBIB.

3aranpHUN XiJ OCHIPKEHHS TIPYHTYEThCS Ha aOMyKTUBHOMY MiAXOI,
3anporioHoBaHoMy Y. [lipcom, skuii TO€AHYe TiepeBard IHAYKIII Ta JeAyKIi
(Burch, 2024). VY  nmpoMy  JOCHDKCHHI Lle  peali30BaHO  JBOMa
B332€MOJIONIOBHIOBATEHIMH HATIPSMAMHU:

1) iHIYKTUBHUIA: KIIOYOBI CIOBAa — TEMH TEKCTIB — BEJIHKI TEMaTHYHI
TPpYIIH;

2) NenyKTUBHMIA: TIOYATKOBA KJIACTEpHU3AIlisi — KOHKPETHI MPOSBU TEM.
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i aBTOMaTM4YHOTO BHJ00YBaHHS KIIOYOBHX CIIIB 1 (pa3 i3 TEKCTIB
BukopuctaHo KeyBERT, sikuii mo3Bosisie 1ie podutn 0e3 mornepeHhoro HaBYaHHS
(Grootendorst, 2020). Ha BimMmiHy Bin TpaIMIifHUX CTATUCTHYHHX METOMIB, SIKi
CIIMparoThes Ha 9acToTHICTH ciiB, KeyBERT BukopucTOBYE ceMaHTHYHI eMOeiHrH
(4ncioBI MpeNCTaBIIEHHS CIIIB y 0araTOBUMIPHOMY IPOCTOpi), SKi 3aXOIUTIOOThH
3mictoBHe 3HadeHHs ciiB. AsroputM KeyBERT mpamtoe B kinbka eramis. Ilo-
mepIre, BeCh JOKYMEHT KOAYETbCS B OJWH BeKTOp (0araToBUMIpHY TOYKY) 3a
nonomoroto mozeni Sentence-BERT, 1o npencrasisie 3araipHui 3MiCT TOKyMEHTa.
Jlaii BUIIy4arOThcs BCI OKpEMi CJIOBa Ta KOPOTKi (pa3u, W KOKHA 13 HUX TaKOXK
KOAYETBCSA Y BEKTOP. AJITOPUTM TIOPIBHIOE KOXKHOTO KaHIUIATA 13 BEKTOPOM IIJIOTO
JOKyMEHTa, OOYMCIIOIOYM IXHIO CEeMaHTH4HY MoniOHicTh. Haiibinem momiGHi 1o
JOKYMEHTa CjoBa Ta (pa3u OOHMPArOThCS SK KI04oBi. OCHOBHOIO II€pPEBaroro
KeyBERT e Te, o BiH He MOTpedye MONMEpPeIHLOT0 HAaBYaHHS Ha CIICIiai30BaHUX
KOpITycax Ta miaATpuMye OyIab-aKy MOBY, U1 sikoi € Mmoaens BERT, mo po6uts iioro
0CO0JIMBO KOPUCHHUM JUTSI HU3BKOPECYPCHUX MOB, SIK-OT B’ €THAMCBKA.

Y HamoMy JIOCHIJDKeHHI JUIs Ii€el  MEeTH BHKOPHUCTaHO  MOJEINb
VoVanPhuc/sup-SimCSE-VietNamese-phobert-base — 1me mepemoBa Monenb
MITyYHOTO IHTENEKTY, CHeMialni30BaHa Ha CTBOPEHHI BEKTOPHUX MPEICTABICHBb
pedenb ans B’eTHamMcbkoi MoBH (VoVanPhuc, 2024). Bona 0a3yeTbcs Ha MoJeni
PhoBERT, siky Oymo HaTpeHOBaHO Ha B’€THAMCBHKHX TEKCTaX, IO 3abesmeuye i
pPO3yMiHHS SIK MOBCSKICHHOI, Tak i mpodeciiinoi nexcuku (Nguyen, 2020). Kpim
Toro, ceHTuMeHT-aHani3 3 PhoBERT mnokazaB tounicte 93.12% y kmacudikarrii
HOBVMH Ha TMO3UTUBHI / HeratuBHi / HeliTpanpi (Nguyen, 2021), memoHCTpyrouu
MOTEHITia)I MoJieNi st aHai3y HapaTuBiB. PhoBERT mnepeTBoproe KoxeH TEKCT Ha
YHCIOBUM BEKTOpP PO3MIpHICTIO 768, MO J03BONSE TOPIBHIOBATH TEKCTU
MaTeMaTHYHUM [UITXOM: TEKCTH 31 CXOXKHM 3MICTOM MAaTHMYTh YHCIIOBI
MpeCTaBIeHHS, OJIM3bKI OJIHE JI0 OTHOTO Y IboMy Tipoctopi. SIMCSE-Vietnamese —
e OKpeMa MOJejb, ONTHUMI30BaHa I TOPIBHAHHS CEMaHTHYHOI MOAIOHOCTI
TEKCTIB y B’€THaMCBKili MOBi. BoHa HaTpeHOBaHa Ha MHOXXHHI Map TEKCTIB, Je
napadpasu MO3HAYCHI sK MOMIOHI, a CEMaHTHYHO HE MOB’S3aHI TEKCTH — SK
HenofiOHi. lle HaBuYaHHS POOWTH MOJEIH OCOOJIMBO YYTJIMBOK JIO CHPaBXKHIX
3MmicToBHUX cxoxoctedl. Bukopucranas PhoBERT+SimCSE 3a6esneumino nBi
KIIIOYOBI TepeBard Uil [BOTO JIOCHIIDKCHHS: CEMAaHTHYHI NpEACTaBICHHS,
aJIaniTOBaHi JI0 B’€THAMCBHKOI MOBH, i MOXIUBICTH IIBUAKOI 00poOku B Google
Colab.

Jnsa xnacrepusaimii TEKCTIB Y I[bOMY EKCICPUMEHTI BHKOPHCTaHO JIBa
komrmuiemenTapai Metomu: K-means ta HDBSCAN (Hierarchical Density-Based
Spatial Clustering of Applications with Noise). K-means— 1ne anroput™m, Mo
MOJIJISIE TEKCTH Ha TEBHY KUIBKICTh Trpyn (KIacTepiB). AJTOPUTM  IPAIIOE
ITEpaTUBHO: CIIOYATKY BiH BHIIQJKOBO BUOMPAE KUTbKA IECHTPIB» (YMCENbHI TOUYKU B
CEMaHTHYHOMY IIPOCTOpI, SKi MPENCTABISIFOTH LEHTP KOXKHOI TPYIH), A0 SKHX
3apaxoBYIOThCA TEKCTH. [Iicis IIbOTO alTOPUTM IepEPaxoBYeE MO3UINI IEHTPIB Ha
OCHOBI BCIX TEKCTIiB, 3apaxOBaHUX JO KOXHOI TPYyIH, ¥ IMepepo3NOIiIsSe TPYIH.
[Iporec mpoIOBKYETHCS, TOKH IEHTPH HE MEPECTaHYTh CYTTEBO 3MIHIOBATHUCS, IO
CBIYUTH NP0 CTAOUTBHICTE rpymyBanHs (Abiodun, 2023).

Y mpomy pocmimkenHi meron kmactepusanii HDBSCAN 3acrocoBaHO sk
EKCICPUMEHTAIBHUN IHCTPYMEHT JUIi TPYIyBaHHS B’€THAMCBKHX TEKCTIB PO
POCIHCBKO-yKpaiHChKY ~ BiMHY 32  iXHBOIO ~ CEMAaHTHYHOIO  IIOXIOHICTIO,
BukopucroBytoun emOeminrn PhoBERT/SImCSE sk Bximai mani. HDBSCAN
peamizye KIacTepu3allifo Ha OCHOBI IIIJIPHOCTI 3 aBTOMATUYHHAM BHSBIICHHSIM
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BukuaiB, a PhoBERT-emOeninru 3abe3neuyoTh ceMaHTHUHY sKicTh (Nguyen et al.,
2023). HDBSCAN HajeXuTh 0 OIIBHICHAX METOJIB KJIACTEPH3allii: BiH IIyKae B
0araToBUMIpHOMY TPOCTOPI IIJSHKH, J€ TEKCTH PO3TAIOBAaHI «TYCTO» (MaroTh
nmoi0H1 3HA4YeHHST eMOEIHTIB), 1 BiIOKPEMITEOE 1X BiJl 30H HU3BKOI MIUILHOCTI, SKi
IHTEePIPETYIOThCS K IyM abo MaprinanbHi Bunaaku (Mclnnes, 2017). Ha Bigminy
Big K-means, HDBSCAN He BuMarae Hamepen 3afaBaTH KUTBKICTh KIAcTEpiB, a
HATOMICTh MA€ TapameTp MiHIMAJIBHOTO pO3Mipy Kjactepa, 10 Kpaiie BiJnoBigae
CHUTYaIlil, KOJIHM HEBIJIOMO, CKIJIbKH CaMe Pi3HUX HAPATHBHUX T'PYII € B KOPITYCi.
GPT-4 (ChatGPT) Oyno BHKOPHUCTAaHO SIK JIONOMDKHHMH IHCTPYMEHT JUIs
pO3MOJTY KIIFOYOBHMX (pa3 Ha IMOJii, IEPCOHAX] Ta TEMH 3 TOJAIBIIOK PYYHOIO
BepuQiKaIli€ro, a TAKOX JUIsl AKICHOT aHOTalIlii oNepeIHhO BUIICHUX KIIACTEPiB.
JocmipKkeHHs OpraHi3oBaHO K MapalelbHa IOCIIIOBHICTh IBOX HAIPSIMIB
00poOku. Jlnst 000X HampsMiB CIIOYAaTKy CTBOPEHO KOPIYC B’€THAMCBHKHX
MEIaTeKCTiB Ta 3AIHCHEHO MPENpOICCHHT BHUXITHHX JaHUX Ta eMOCNIHT uepes
PhoBERT+SimCSE. [lami y nemomy HanpsiMi #e BunoOyBaHHS KIIFOUOBHX (pa3 3a
nonomoroto KeyBERT ta rpymyBamns 3 GPT-4. V npyromy Hampsami —
knacrepusartiisg yepe3 K-means i HDBSCAN Ta inTepnperarttis 3a goromororo GPT-4.

YKnagaHHA Kopnycy
ParseHub
MpenpouecuHr
Underthesea (word_tokenizer)

IHAYKTUBHWUIA NigXig, [enyKTUBHUI niaxig,

Kntoyosi cnosa Knactepusaujs

KeyBERT+PhoBERT SimCSE-Vietnamese k-means / HDBSCAN+PhoBERT SimCSE-
Vietnamese

TematiuHe rpynysaHHsa, Gpeiiminr IHTepnpeTaljis, BUAINEHHA HapaTuBIB
GPT GPT

Cxema 1. AITOpUTM aBTOMAaTUYHOTO BUSBJICHHS HAPATHBIB
y B’€THAMCBKHX MeJliaTeKcTaX 3 ab0AyKTHBHUM IiAX0J0M

5. Pe3yabTaTu gociskeHHs

5.1. 3arajabHi XapaKTepUCTHKH KOPILYCY Ta PO3MOALJI JaHUX
s nmocmijpkeHHsT  OyJ0  CTBOPEHO  ©KCIEPUMEHTAJIbHHMU  MIiHIKOPIyC i3
160 B’€THAMCHKUX HOBHHHUX TEKCTiB, BHAOOYTUX 3a JOMOMOTOI0 ILIATPOpMU
ParseHub. Kopmyc Oyno 36epekeno y ¢opmari .csv 3 yciMa BUXITHUMH JAaHUMH
(sx-0T nmata, JHK, aBTOP, 3ar0JIOBOK), Jie KO)KHa HOBHHA 3HAXOJIUTHCS B OKPEMOMY
psanky. Takuii gopmar 103BOJISIE B OJHY OIeEpallito oOpoOnsTH 0arato TEKCTiB,
BOJHOYAC HE 3IUBAIOYM yCi TeKCTH B ofuH. [lomepemaHio oOpoOKy TekcTy Oyio
MPOBEACHO 3a Jomomorotw iHcTpyMeHTy Underthesea, a came #ioro wactuHH
word_tokenizer, 1t po30UTTS TEKCTY Ha ciioBa. [IpobieMa BHIIICHHS MEX CIIOBa Y
B’€THAMCBHKIA MOBI Taka CKJIaJHa W HEOMHO3HAYHA, IO KOJCH aBTOMATUYHUI
IHCTPYMEHT JI0CI HE MOJK€ BUPIIIUTH IIe 3aBJaHHS Oe3 moxuOok. 30Kpema, Ha
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HaIIOMY MaTepiaji cepe] iHImoro O0yJio MOMiYeHO, IO MICJIs 00OpOOKH B OJTHE CIIOBO
00’eqHyBamuCs iHO3eMHI iMeHa Ta Tpi3BHINa ab0 BIACHI HAa3BU 3 KUIBKOX CIIB
(manmpuknan, Donald Trump, Eurovision News), MO JUIsl HAIIOTO JOCIIIKCHHS
OyIi0 He BaJI010, a IIepeBaro.

5.2. Bix KJII040BHX CJIiB /10 TEMATUYHHUX IPYI
VY mnepurniii 9acTHHI JOCHTIDKCHHS KOXXEH TEKCT OyJo MiANaHO CTPYKTYpOBaHOMY
anamizy 3a momomororo Merony KeyBERT, mo ¢yHKmioHye Ha OCHOBI Mozemi
PhoBERT SimCSE-Vietnamese. Lleii Bigdip iHCTpyMeHTapito Oysio 0OTpYHTOBaHO
taM, 1o SimCSE-Vietnamese € TmepeaoBOr MOJEIUIIO, CIEIiali30BaHOK Ha
CTBOPEHHI KOHTEKCTYaJbHO YYTJIUBHX BEKTOPHHX IIPEACTABICHb pEUCHb IS
B’€THAMCHKOI MOBHW 3 BUKopHcTaHHAM Meromy Simple Contrastive Learning of
Sentence Embeddings wa ocHoBi apxitektypu PhoBERT. Ha mnpomy etami 3
KOPITYCY TEKCTiB OYJIO aBTOMAaTHYHO BUILIEHO BCI MOXKIIMBI N-IpaMH JJOBXKHHOKO BiJ|
1 10 3 cniB, micast 4oro BigiOpaHO HAWYACTOTHINII 3 HUX Pa3oM i3 BiAMOBITHUMH
BEKTOPHUMH TpeACTaBleHHsIMUA. [le M03BOMMIO BCTAHOBUTH 0a30Bi CEeMaHTHYHI
OJIMHUII HApATUBHOTO JAHUCKypcy. Byno npoekcnepumenToBano BuaoOysaru 50, 100
ta 200 xmouyoBux (pa3. HeoOXigHO 3a3HAYMTH, IO 30UIBIICHHS KUIBKOCTI
KITIOYOBHX CIIIB Majo TEHJCHII J0 MOBTOpiB. Hampukman, oauH mepcoHax
MOBTOPIOBABCSI KUTbKa pa3iB y CIOJYYEHHI 3 PiI3HUMH IissMH a0o oJlHA W Ta cama
OISl TOJIaBaJIacs y Pi3HUX TPAMAaTUYHIX BHPAKCHHSX:

tham_gia ciua my 0.4738 ‘yuactb AMepUKH’,

my da tham_gia 0.4742 ‘ Amepuka Opaia y4acTtp’,
kirill_dmitriev dua ra 0.4584 ‘Kipin [IMiTpi€eB 3amponoHyBas’,
dmitriev cho biét 0.4677 ‘ImiTpieB cka3zasp’,

kirill_dmitriev bao_cdo  0.4756 ‘Kipin JImiTpieB noBioMuB’.
Kpim Toro, Ha MOYATKOBOMY €Talli BUAUICHHS KIIOUOBHX (pa3 BimOyBamoch
0e3 BHKOPHCTAHHS CTON-CIB, TOMY IO CIHCKIB IOTPAIMIA TaKi HEpPEICBAHTHI

CIIONTYKH:

vién_tro qudn_sw da 0.5660 ‘BiilicbkkoBa Jnomomora Bxe — dd €
rpaMaTUYHUM MTOKa3HUKOM MHHYJIOTO Yacy Ta HEe Ma€ 3HaYCHHs 0e3 JTi€CIoBa,

hé_tro quan_sw hon 0.5643 ‘BiiicbKkoBa MiITpUMKa OiNbIle HIXK — hon
€ rpaMaTUYHUM TTOKa3HUKOM CTYIICHIO MTOPIBHSHHS,

chuyén_gia qudn_swva  0.5087 ‘BiicbkOBI ekcmepth Ta’ — vd €
CIIOJTYYHHKOM.

OTxe, BUKOPUCTAHHS CIHCKY CTOI-CIIB U I[LOTO €TaIy € BKpai BayKJIUBHM.
[Ipu voMy, OKpiM 3BHYAWHUX JUIS TaKUX CIIHCKIB CIY’KOOBHX CIIiB, IMOBIPHO BapToO
JOJIaTH ¥ MOBHO3HAYHI CJIOBA, SKi YacTO TPAIUBIIOTHCS y HOBHHAX, alle HE 3aBXKIU
MAalOTh BaroMe 3Ha4CHHS JJIsI BUIUICHHS KIIOUOBHX (pa3, SIK-0T: cKaA3as, n0gioomMus
TOIIO.

e omumM HemonikoM Ii€i (a3u eKCIepUMEHTY € Te, M0 HeOoOXiTHO
3a37aJeTiib BU3HAYUTH KiJIbKICTh KJIFOYOBUX CJiB 1 (pa3. sl BenmuKUX MacuBiB
JAHUX 11 MOXKe OyTH HE3PYYHO.

Hactymaum 3aBmanusM Oyio meperBoputu KitodoBi (pasu 3 KeyBERT Ha
HapaTUBHI MITKH, 30KpeMa momii W mepcoHaxi. lledl mimxim naB MOXIMBICTBH
3TPYIYBAaTH CXOXi KIFOYOBI CJIOBa i (pa3d, CHPOCTUTH IX Ta CHUCTEMATHU3YBATH
HApaTHBHU Ha JBOX piBHAX aOcTpaxiiii. [yl BUKOHAHHS 3aBIaHHS 0yJI0 BUKOPHCTAHO
ChatGPT. V pesynberati Oyao CTBOPEHO CIHCKH CIiB Ha IMO3HAYCHHS MOIIN Ta
nepcoHaxis. Hampukiaz, KIFOYOBI CII0BA Ha TIO3HAYCHHS MOIL: tdn cong — amaxa,
phao kich — obcmpin, xam lugoc — emopenenns, di tan — esaxyayis, vién tro nhdn
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dao — eymanimapna donomoza, dam phdn — nepezogopu, chién sw — giticokosi Oii.
Cepen nmepconaxis, abo akTopiB, 30kpeMa Oyio BunaiieHo taki: Ukraine — Yxpaina,
Nga — Pocis, Zelensky — 3enencokuii, Putin — nymin, LHQ — OOH, qudn déi —
apmis, ngn nhdn — sxcepmea, nguoi din — yueinbHe HaceieHHs, NGUOT ti nan —
bidceneyp.

Jam Oyno mpoBeseHO MOBTOPHY BHOIpKY KirouoBuX ciiB uepe3 KeyBERT
JUTSE KOYKHOTO KOHKPETHOTO TEKCTY (5 KIFOUOBHUX CIIiB HAa TEKCT), @ TAKOXK MEPEBIPKY
Ha HasBHICTH 3aJaHUX IO Ta MEPCOHAXIB y KOXKHOMY TekcTi. Ha ocHOBI 1mx
pe3ynbraTiB 3a gomomororw GPT-4 Oyno BUALICHO TeMaTHYHI (peiiMu sl KOXKHOT
CTaTTi, SK-0T «YKpaiHa — jKepTBa, Ky MATPUMYE CBiT», «Pocis — arpecop», «€
HaJlis Ha po3B’s3aHHS KOHQUIIKTY», «BiliHa BIUIMBae Ha CBITOBY €KOHOMIKY» TOIIO.
i ¢dpeiimu Oyno 3rpymoBaHO B TEMAaTHYHI TPYIH, SK-OT: «ATpeEcis Ta 3aXHCT»,
«['ymaniTapHa kpuzay, «/umiomaris Ta neperoBopu», « EKOHOMIYHI HACITI KUY,

Yci aBTOMaTHYHO OTPUMAaHi pe3yibTaTH MU TaKOX IEPEBIpsUTA BPYUYHY IS
Bepudikariii, pe3ynprar OyB 3aJOBUTPHUM. bBimbIIiCTh MOXMOOK MpHITamana Ha
BH3HAUYEHHsSI KJIIOYOBUX CJiB, IO 3YMOBJICHO TEXHIYHOI HEIOCKOHAIICTIO.
I'pymyBanHst ¥ cucTemarumsamis Ha aOCTpakTHOMY piBHI 3a  JIOTIOMOTORO
aBTOMATHU30BaHUX 3aco0iB Ta py4HOI Bepudikaiii 30irmucs MOBHICTIO. Takum
YUHOM, MOXXEMO  3aCBIMYMTH  C€(QEKTHUBHICTh  IHJAYKTHBHOTO  TiAXOMy 3
BUKOPHCTAHHSM JJOCTYITHUX PECYPCIB.

5.3. Bing kaacrepiB 10 HapaTuBiB
VY npyriid 4acTuHi JOCTiIKeHHS OYyJI0 MPOBEACHO KIacTepH3allilo YCiX TEKCTiB 3a
3MicToM. 3a momomMoror K-means aaropurMmy Tekcte Oynao po30UTO Ha KiacTepu
BIAIOBIAHO 10 ceMaHTHYHOI oaiOHoCTI IXHIX PhoBER T-eM0Oeninris. OOMeXeHHIM
K-means € te, o BiJl JOCTITHUKA O/Ipa3y BUMAara€ThCsi BUSHAYMTHUCS 3 KUIBKICTIO
KjacrtepiB. TakuM YHHOM, 3aHANTO BENUKA KIUTBKICTH MOXE MpPU3BECTH M0
PO3IOPOIICHHST PE3yJabTATIB, a 3aHANTO MaJla — JO MOXKIHBOI BTPAaTH BaXKIHBUX
TEMaTHYHUX TPYI. ANTOpUTMY OyJIO 3alaHO PO3OMTH KOpITyC Ha 5 KiacTepiB. 3a
noromororo  GPT mpoBeseHo iHTepIpeTralito KOXXHOTO KiacTepa, a came —
HaflMEHYBaHHS KJIACTEPa, BU3HAUCHHS MPOBIIHOI TEMH, TOBTOPIOBAHUX KITFOYOBHX
JIEKCeM Ta HWMOBIPHOTO KIIFOUOBOTO HAapaTWBY. Y pe3ylbTaTi BHUIICHO Taki
knactepu: «BilicbkoBi nii», «['yMaHiTapHa KpH3a Ta eBakyarlis», «Jlurmmomarndsi
3yCHJIISL Ta MDKHApOJIHA peakiis», « EKOHOMIYHI HACTIIKK Ta EHEPreTHYHA KPU3ay,
«lHumaenTn Ta Mexi koH(IikTy». Hanpukian, knacrep «BiiickkoBi aii» 00’eqHaB
TEKCTH, SIKi OTIMCYIOTh aKTHBHI BIHCHKOBI orepailii, 00CTpijgu HACEICHUX IMyHKTIB Ta
oKymarito Teputopiit. Tema Knactepa: «Arpecis Ta 3axucty». Kmodosi crosa: fdn
cong — amaka, chién sw — 6oenni 0ii, qudn sw — siiicokosul, tén lira — paxkema.
[IpoBimumnit Hapatus: «Pocis HacTynmae — VYikpaiHa 3axummaerbes». HahOimbim
HEOJHO3HAYHHUM BHSBHUBCS KiacTep «[HIMASHTH Ha MEXi KOHQIIKTY», SIKUA MiCTUB
TEKCTH MPO aTaKW Ha 00 €KTU IMBIIBHOI 1HPPACTPYKTYpH, TEPOPU3M, TOPYIICHHS
MDKHApOJHOTO TIpaBa, a TaKoX IMOBIIOMIEHHS, IO HE CTOCYBAUCS BiiHH
0e3nocepeHbpO.

Ha mpaktumi K-means BuUSIBHBCS IIHHUM I1HCTPYMEHTOM M I[HOTO
JOCTIDKEHHsI, OJTHAK METOJ BHMAarae ToIepeIHboi BKa3iBKUA KUIBKOCTI KIIAcTepiB,
0 € BHUKIMKOM, KOJH 3a3JIajieTiib HEBiOMO, CKIJIBKH PI3HUX THUIIIB HapaTHBIB
MPUCYTHI B JaHWX. 3 METOI YCYHYTH Ili MPOTAIHHU OYIO MPOBEICHO IOMATKOBY
KJactepu3aliiro 3a gonomororo aaroputmy HDBSCAN 3 mapameTpoM MiHIMAIEHOTO
po3mipy kiactepa (min_cluster size), sikmii Oyio BapifioBano Bix 10 1o 3 3anexxHo
BiJl IMUTBHOCTI JaHWX Yy BeKTOpHOMY mpocTopi. Anroputm HDBSCAN BusiBUBCS
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ONTUMAJBHUM Ui [BOTO 3aBJAHHS, OCKUIBKM BiH [I03BOJSIE aBTOMAaTHYHO
BU3HAYATH KUTBKICTh KJIACTEpPiB HA OCHOBI IMUIBHOCTI TOYOK (TEKCTIB) Ta
MPUPOJHUM YHWHOM 1ICHTH(IKYBATH «IIYMOBI» CIIOCTEpEKECHHs (MO3HAUCHI K
knmactep -1), ski He HalexaTh OO0 JKOAHOI cTiiikoi Tpynu. [lepmmii 3amyck
anropuTMy 3 nmapamerpoM min_cluster size=10 kmacuikyBaB yci HOBHHHU SIK IIyM
(-1), mo BKa3yBaJO Ha HEJOCTATHIO MIUIBHICTh KJIACTEPIB IPH TaKOMY
rinepniapameTpi. I[licis 3HIKEHHS TOpory 1o min_cluster size=3, aJirOpUTM BUSBUB
6 ocHOBHUX KiacTepiB (mo3HadeHux Bim 0 10 5) mioc kateropis mymy (-1). Lli
«UIYMOBI» TEKCTU BHUSBUIIUCS KOPHUCHUMH JUIS HAPATUBHOTO aHANI3y, OCKUIBKH
yacto MicTwin abo ayxe crnenudiuHi croxerw, abo 3MimaHi ¢Qpeldmu, sSKi He
BIIUCYBAUCS B KOJCH i3 NOMiHAHTHUX KiacrepiB. Takum uumnom, HDBSCAN
BUKOHYBaB pOJb IHCTPYMEHTa Ul BUSBIICHHS SK SIPOBUX, TaK 1 mepudepidHumx
HapaTWBIB, JIONIOBHIOWOYH  Oinbil  JkopcTkuii  K-means y  3MilmaHomy
KJIACTEPU3AI[IIHHOMY T1IXOI.

VYV pesynerati inTepnpetanii mozemnro GPT kmacTepam NPHUCBOEHO Taki
Ha3zBu: «[1mobOanbHI EKOHOMIKO-TyMaHiTapHi HacHiiAku BiliHWY», «bikeHni Ta
TyMaHiTapHa JONOMOTra», «[€OmONITHYHI HACHIAKM BilHNY, «/lumiomarndane
IOCEPEIHUIITBO», «HelWTpanbHi rpaBIli y KOHTEKCTI BiifHW», «P0O3BHTOK momiii Ha
¢ponTin. o mpukianmy, kimactep «[mo0aibHI €KOHOMIKO-TYMaHITapHI HACIIIKH
BilfHI» 00’€IHAB TEKCTH, IO PO3TIISAJAIOTH HE BIMCHKOBI i HANpsMy, a BTOPHHHI
HACIIZKH BiHU, POCIHICEKO-YKpalHChbKA BilfHA 3radyeThCs SIK KOHTEKCT, IO BILTHBAE
Ha PUHKH, TOPTiBIIO, BUPOOHMITBO Ta MOCTavaHHS MPOIOBONBCTBA, 30KpeMa Ha
B’€THAMCHKUH €KCIIOPT, IHQIANi0, HMiHK Ha eHeproHocii. [IpoBimHi HapaTuBu:
«BiiiHa BrMBaE Ha KUTTA JIOACH B YChOMY CBiTi», «BiiiHa NpHU3BOIUTH IO
HETaTUBHUX HACIIJIKIB Y CBITOBIH €KOHOMIITI».

Jo xmacrepy «Irymy» B TOMY YHCII TIOTPAITHIA TEKCTH, IO HE CTOCYBaIHCS
BiliHH, 30KpeMa JacThHa HOBHH ciuHs 2022 poky. ToMy 0ys10 mpoBEACHO 101aTKOBY
KIacuQikaIiro ycix TEeKCTIB Ha Ti, IO TMOB’sA3aHi 3 BIMHOI, Ta HEMOB’SI3aHi.
Baninariro kacrepu3ariii 3aii{CHEHO BPYUIHY, Pe3yJIbTaTH 3aI0BIITBHI.

PesynbraTi knacrepusanii 3a qomomoroto K-means ta HDBSCAN nokazanmu
CYTTEBUH 30ir y BUSABICHUX 3MICTOBHUX OCSX KOH(QIIIKTY, ajie 3 PI3HHUMHU PiBHAMH
neramizamii. 3okpema, B 000X Kiacu@ikalisix BHIHO IepeBary y B €THAMCBKHX
HOBMHAX BUCBITIEHHS He O€3MOCepeNHbOTO aHali3y BIHCHKOBHX i, a BIUIMBY
BillHM Ha MicleBy Ta I00albHYy €KOHOMIKY, MOJNITHKY Ta TyMaHITapHy cdepy.
TakuM 4MHOM, 32aCTOCYBAHHS TaKOi MEPEXPECHOI KIacTepu3allii CIIyTye JTOIATKOBOO
BepUQIKaIli€0 OTPUMAHHUX PE3YJIbTATIB.

6. BucHoBkm

IIpoBeneHe miNOTHE JOCTIKCHHS MPOJAESMOHCTPYBAIO €(QEKTHUBHICTH 0OpaHol
METO/IOJIOTIT Il aBTOMAaTHU30BAHOTO BUSBJICHHS B’€THAMCHKUX MEIiaHAPATHUBIB PO
pOCIiCBKO-YKpalHChKY — BiliHY 3a yMOB oOMexeHHx pecypciB. OOpoOka
EKCIIePUMEHTAIILHOTO KOpIycy TekcTiB 3a jgonomoror Underthesea, KeyBERT,
PhoBERT / SimCSE, K-means, HDBSCAN ta GPT 103Bojuia BUSIBUTH OCHOBHI
HapaTWUBHI Bici: BIMCBKOBI [Iii, TyMaHiTapHa KpH3a, TUIUIOMATiS Ta TJI00abHi
Hacmigkd. Kito4oBOrO 3HAXiNKOIO CTano JOMIHYBaHHS TyMaHiTapHOTO ¢peimy y
B’€THAMCBKUX Menia. B’erHamcepki odimiai 3MI 1eMOHCTPYIOTH HEHTpadbHY
MO3MIIII0, AKIIEHTYIOUN Ha JIOJCHKUX CTPOKAAHHAX Ta MPAKTUYHUX HACTIIKAX IS
A3ii Ta CBiTy, IO VY3TOJKYETHCS 3 JICPKABHOI MOJITHKOI «0aMOyKOBOT
JUIIOMATIi» — THYYKOro 0aJaHCyBaHHS MK BEJIMKUMH JIePIKABaMH.
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3actocyBaHHS aOJyKTHBHOTO MiJXOJMy IMOKAa3aj0 BaJiJHICTh BUKOPHUCTAHHX
METOMIB, ake B 000X HampsMax IOCTIKEHHS OTPHMAHO 3iCTaBHI Pe3yNbTAaTH.
Kpim Toro, pyuHa mepeBipka TakoX MiATBEpAMIIa OTPUMaHi JaHi Ta iHTepIpeTarlii.
MeTo10710Tisl TAKOXK BHSIBHIIACS CTIHKOIO 0 PECypCHO 0OMEXEHHX YMOB, 30KpeMa B
cepenoBuii Google Colab, Ta miKOM NPHIATHOIO IS PO3MIMPEHHS KOPITyCYy Ha
nokaneHuX GPU, Colab Pro a6o 3 Bukopuctanasm API Bim LLM. Orxe, nei
ITOPUTM MOKe OyTH BHIIPOOYBaHHUIl TSI aBTOMATUYHOTO BUSIBIICHHS HapaTHBIB y
BEJIMKHX 00CsTaX JaHUX.

IMomanblni  AOCHIDKEHHS MOXXYTh CTOCYBAaTHCS 3iCTaBJIEHHS KOPIIYCiB
odiniitanx 3MI, comialbHUX Mepex Ta eKCIEPTHUX IMOBiOMIICHB, 3 BU3HAYCHHIM
NER mmis mepconaxie (PhoBERT+ViSOBERT) Ta nuHamMidHUM TpEeKiHrOM
HapaTuBiB yepe3 LSTM-mozeni, i3 3acTocyBaHHSAM IUPPOBUX T'YMaHITAPHUX HAYK
JUIS aHAJ3y NPOMAaraHAWCTChKUX IUCKypciB. LlikaBoro Moxke OyTH MiKMOBHA
KOMITapaTUBICTHKA (B’€THAMCHKOMOBHI VS. aHIJIOMOBHI, YKpaiHOMOBHiI Meia),
ONHAK IS IHIIMX MOB IHCTPYMEHTH MAalOTh OYTH aJanToBaHi, ajyke B IIbOMY
JOCTI/DKEHH] 3aBJaHHAM OyJ0 pO3pOOUTH Ji€3AATHUH aTOPUTM caMe IS
B’€THAMCBKOI MOBHU.

JocmipkeHHs MATBEPIDKYE, MO IU(POBI TyMaHITapHI HAayKH poOIATH
HapaTUBHUHM aHaN3 JOCTYIMHUM Ui BEIMKUX MAacHBIB JaHWX. MeTomooris
BIIKpUBAE TUIAX JO MACHITA0OHMX JOCHIDKEHb B’€THAMCHKHX TUCKYPCiB, €
aBTOoMatu4Hi iHcTpymMeHTH Ta LI ciryryroTh mpHcKOproBaYaMu Ta MiACHIIOBAYaMU
JIFOICEKOTO aHaMTi3y.

Ionsaka
e mocmimkeHHS # EKCIEPUMEHT OyJIO MPOBEACHO IiJ HACTAaBHHIITBOM
Haramii Yelinutko B pamkax Kypcy «Benwki MOBHI MOAENi JUIS JIHTBICTIBY,
opranizoBaHoro €HCbkuM yHiBepcutetoM imeni @piapixa Iwmmmepa 11.02.-
24.06.2025.

Primary Sources

Bdo tin tirc. https://baotintuc.vn

Chat GPT. https://chatgpt.com/

Google Colaboratory. Colab FAQ: Resource limits. https://research.google.com/
colaboratory/faq.html

ParseHub. https://www.parsehub.com/

Underthesea — Vietnamese NLP Toolkit (2025). https://github.com/undertheseanlp/
underthesea/tree/main

VoVanPhuc. (2024). sup-SimCSE-Vietnamese-phobert-base. https://huggingface.co/VoVanPhuc/
sup-SimCSE-VietNamese-phobert-base
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Pe3rome
Myciituyk BikTopis

MUJIOTHUN EKCHEPUMEHT 3 ABTOMATHYHOI'O BUSIBJIEHHS
B’€ETHAMCBKHUX MEIIAHAPATHBIB
PO POCIMICBKO-YKPATHCBKY BIMHY
[IPU OBMEXEHUX PECYPCAX

I[ocTranoBka mpodsemn. HapatiBu y MemiaTekcTax BiirparoTh KIIOYOBY POJIb Y
(dopMyBaHHI TPOMAICHKOI AYMKH MIOAO MDKHAPOAHUX KOH(DIIKTIB, 30KpeMa
POCIHCBKO-YKpaiHChKkOi  BifiHM. CHUCTEMHE BHBYCHHS MpHUPOAH (OPMYBAHHS
B’€THAMCHKHX ME/iaHaApPATHUBIB € aKTyaJIbHUM SIK 3 JIHTBICTUYHOTO TOIJIALY, TakK i
JUIS  3aCTOCYBaHHS PE3yJIbTaTiB Ui BUpPOOJNEHHS e(EeKTUBHUX CTpaTerii
MiXHapoHOi KOMyHiKamii. Tpamuniiiauii HapaTUBHUI aHami3 HeeEKTUBHUHA IS
BEJIMKHUX KOPIIYCiB Yepe3 PecypCOMICTKICTh, OCOOIUBO I HU3BKOPECYPCHUX MOB
SIK B’€THaMCbhKa (BiJICYTHICTh aHOTOBaHUX JATACETIB, CKJIAJHA TOKEHI3aIliss MOpdheM,
00MeXeHHH TOCTy 10 OaratopiBHEBHX MaHWX ). [lomepenHi JocmimkeHHs 0OMeKeH1
SIKICHUM JIUCKYpPC-aHAJli30M COIIMEpek, 0e3 aBToMaTh3oBaHMX MeTofiB NLP mms
MacHTa0yBaHHS.

Mera crarri. Po3pobutm Ta  mporecTyBaTH TiOpUAHY  METOJIOJOTIIO
ABTOMATHU30BAHOIO BUIOOYBAaHHS HAPATHBIB 3 B’€THAMCHKUX MEIaTEKCTIB 33 YMOB
0OMEKEHHX pecypciB, IMOEAHYIOUH KIACHYHY HApaToJoOrilo 3 [U(PPOBHMHU
rymaHiTapaumu ~ meromamu  (NLP,  knacrepwsamis), ans  igeHTH]ikamii
MOMTIENEHTPUYHUX ocel (1moii, mepcoHaxi, (hpeiiMu) Ta iIXHBOT IHTEpIIpETALlii.
Metoau aociigxennsi. [lioTHuiA ekciepuMeHT Ha Kopiryci 160 HoBuH 3 Bdo tin
tirc, 3i0panux ParseHub, TokenizoBanmii Underthesea. AOaykTuBHui minxin (Burch,
2024): 1) iapykruBauii — KeyBERT+PhoBERT/SimCSE-Vietnamese (emOeninr,
kmouoBi  ¢pasu), GPT-4  (rpymyBaHHS  Ha  TOAIl/IEPCOHAXKIB/TEMH);
2) nenyktuanit — K-means/ HDBSCAN+PhoBERT/SIimCSE-Vietnamese (emOemiHr,
knactepusanis), GPT-4 (inteprperarttisi). Pyuna Bepudikallis pe3ysibTaTiB.

OcCHOBHI pe3yJbTaTH AOCTIIKEHHs. Y TIepIIOMYy HampsIMi EKCIEpUMEHTY 3a
noromororo KeyBERT BusiBieHo KiIr0UOBi (pasu, sKi mami Oyao po3MOALICHO 32
HapaTHBHUMH MiTKamu (TIOAii, MEepCcOoHaxi), 3rpymoOBaHO y TEMATHUYHI TPyIH Ta
HapaTwBHI ¢peiimu 3a gonomororo GTP. ¥V apyromy HampsiMi TpOBEICHO
napajenbHy Kiactepu3aniro JaBoma iHctpymeHTamu: K-means ta HDBSCAN.
BusiBiieHi kiactepu iHTEPIIPETOBAHO Ta BHUJLJICHO HAapaTHBHI (QpedMH # KIIFOUOBi
TEepMiHU. Y pe3ynbTaTi 3IiCTABICHHS IBOBEKTOPHOTO IiIXOAY BHSBICHO 30ir Y
BUZOOYTUX 3MICTOBHHX OCSIX Ta HApaTHBHUX (peiiMax. 30kpeMa, B 000X HampsMax
OUEBHUJIHA TIEpeBara BUCBITIICHHS Y B’€THAMCHKHX HOBHHAX HE Oe€3MOCepeIHBOTO
aHaJizy BIHCHKOBUX [Iild, a BIUIMBY BiHHM Ha MICIIEBY Ta TJ00aJIbHy €KOHOMIKY,
MIOJIITUKY Ta TyMaHiTapHy cdepy.

BucHoBku i mnepcnekTuBH. JIOCHIDKEHHS MPOAEMOHCTPYBIO €(HEKTUBHICTD
o0Opanoi MeTomoyorii  JUIsi  aBTOMATH30BAHOTO  BHUSBICHHS B €THAMCBHKHX
MeJliaHapaTHUBIB PO POCIHCHKO-YKPATHCHKY BifHY 32 YMOB OOMEXEHHX PECypCiB.
3acrocyBaHHs a0yKTUBHOTO MiIXOMy MOKA3ali0 BAIIJHICTh METOIIB, aJKe B 000X
HampsMax JIOCHi/PKEHHS OTPUMAHO KOPEJIOYl  pe3ynbTaTd. MeToHoJIoris
BHUSIBHJIACS CTIMKOIO JIO PECYPCHO OOMEXEHUX YMOB, 30KpeMa B cepenoBuiii Google
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Colab, Ta npuaatHOrO I po3MHMpPeHHs Kopirycy. [Tomanbii 1ociiKeHHS MOKYTh
CTOCYBATHCS 3iCTaBIIEHHS Pi3HHUX KOPITyCiB, 3actocyBanHsd NER ms mepconaxiB Ta
JUHAMIYHOTO TPEKIHTY HapatuBiB 4Yepe3 LSTM-moneni, COpusiiodd aHamizy
MPOMAraHANCTCEKHUX JTUCKYPCIB.

KurouoBi ciioBa: B’eTHamMcbKa MOBa, Mefia, HapaTueH, PhoBERT, knactepusariis,
pOoCiiicbKO-yKpaiHChKa BiliHA.

Abstract
Musiichuk Viktoriia

PILOT EXPERIMENT ON AUTOMATIC DETECTION
OF VIETNAMESE MEDIA NARRATIVES
ABOUT THE RUSSIA-UKRAINE WAR UNDER LIMITED RESOURCES

Background. Narratives in media texts play a crucial role in shaping public opinion
on international conflicts, including the Russia—Ukraine war. Systematic
investigation of how Vietnamese media narratives are constructed is relevant both
from a linguistic perspective and for developing effective strategies of international
communication. Traditional narrative analysis is inefficient for large corpora due to
its resource intensity, especially for low-resource languages such as Vietnamese
(lack of annotated datasets, complex morpheme tokenization, limited access to
multi-layered data). Existing studies are largely confined to qualitative discourse
analysis of social media and do not employ scalable NLP-based automation.
Purpose. The aim of the article is to develop and test a hybrid methodology for the
automated extraction of narratives from Vietnamese media texts under limited
computational resources, combining classical narratology with digital humanities
methods (NLP, clustering) in order to identify event-centric narrative axes (events,
characters, frames) and provide their interpretation.

Methods. The study presents a pilot experiment on a corpus of 160 news items from
Bao tin tirc, collected via ParseHub and tokenized with Underthesea. An abductive
approach (Burch, 2024) was implemented along two complementary strands: (1) an
inductive strand using KeyBERT + PhoBERT / SimCSE-Vietnamese (text
embeddings, keyphrase extraction) and GPT-4 (grouping into events, characters, and
themes); (2) a deductive strand using K-means / HDBSCAN + PhoBERT / SimCSE-
Vietnamese (embeddings, clustering) and GPT-4 (cluster interpretation). All
automatic outputs were subjected to manual verification.

Results. In the first strand, KeyBERT was used to extract keyphrases, which were
subsequently mapped onto narrative labels (events, characters), aggregated into
thematic groups and narrative frames with the assistance of GPT-4. In the second
strand, parallel clustering was performed with K-means and HDBSCAN. The
resulting clusters were interpreted and associated with narrative frames and core
lexical items. Comparison of the two-vector approach revealed convergence in the
extracted semantic axes and narrative frames. In both strands, Vietnamese news
were found to prioritise coverage of the war’s impact on local and global economies,
politics, and the humanitarian sphere over detailed analysis of military operations.
Discussion. The study demonstrates the effectiveness of the proposed methodology
for automated detection of Vietnamese media narratives about the Russia—Ukraine
war under limited resources. The abductive design proved methodologically valid,
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as both strands produced consistent and mutually reinforcing results. The workflow
is robust in resource-limited environments such as Google Colab and is scalable to
larger corpora. Future research may include systematic comparison of different
corpora, integration of NER for character extraction, and dynamic narrative tracking
using LSTM-based models, thereby contributing to the analysis of propagandistic
discourses.

Keywords: Vietnamese language, media, narratives, PhoBERT, clustering, Russia—
Ukraine war.
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